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Title: From Perception to Embodied AI: Modeling Humans for Humanoid Robots
 
 
Abstract:
 
The vast development in visual perception has enabled significant advancement and
countless applications in robotic systems. Entering the LLM era, the connection between
language and vision has enabled the robot to not only perceive but also reason and plan
its interaction with the physical world. Among all the robot platforms, the humanoid robot
provides a general-purpose platform to conduct diverse tasks we do in our daily lives. In
this talk, I will present a 2-level learning framework designed to equip humanoid robots
with robust mobility and manipulation skills, enabling them to generalize across diverse
tasks, objects, and environments. The first level focuses on training Vision-Language-Action
(VLA) models with human video data for both navigation and manipulation. These models
can predict “mid-level” actions which predict precise movements or trajectories for the
human body and hands, conditioned on language instructions. The second level involves
developing low-level robot manipulation skills through teleoperation, and low-level humanoid
whole-body control skills via motion imitation and Sim2Real. By combining human VLA with
low-level robot skills, this framework offers a scalable pathway toward realizing general-
purpose humanoid robots.




